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ABSTRACT 
 

Command and Control (C2) is a function that creates value by mobilizing available 

information and resources.  Although ‘perfect C2’ is no guarantee of mission success, C2 

shortfalls and failures can adversely impact the ability of organizations to accomplish 

their missions. We examine 20 situations, including combat operations and responses to 

terrorist attacks and disasters, that have been characterized as experiencing ‘C2 failures’ 

of varying degrees of severity. We develop a taxonomy that helps us better understand 

these failures and their mission impacts.   This improved understanding can form the 

basis of efforts to improve C2, making such failures less likely and mitigating adverse 

impacts when they occur.   We identify three categories of C2 failures:  (1) failures 

attributed to a priori structural defects in C2 approach, or a mismatch between the C2 

approach and the mission;  (2) failures attributed to an inability to communicate, 

including a lack of access to appropriate information, individuals, or organizations; and, 

(3) behavioral failures to communicate or interact.    Different C2 approaches, of varying 

degrees of decentralization, may have different failure propensities. For example, a 

collective that is distributed, but not properly integrated, may sometimes be more 

adversely affected by communication failures than a traditional hierarchy. 

 

 

1. INTRODUCTION 
 

We have studied 20 operational situations that have been characterized as experiencing 

one or more command and control (C2) failures of varying severity
1
.   By “C2 failure,” 

we mean an observed inability to carry out adequately the functions associated with C2.  

In some cases, the C2 failure(s) had an obvious detrimental effect on the mission, and in 

others the operational effect was more difficult to discern, or was overwhelmed by other 

factors.  Thus, not all of the cases where C2 failures were observed also involved mission 

failure.  In fact, in many cases, the overall mission was judged a success despite these C2 

failures.   

 

The situations under discussion and some basic data about them are listed in Table 1.  

Some involve military operations, including ones from the First and Second World Wars; 

Operation Desert Storm; the United States Iranian Hostage Rescue mission of 1980; the 

Russia-Georgia war of 2008; and others.  Others involve the run-up, and response to, 

terrorist attacks such as those of September 11
th

, 2001.  Still others revolve around the 

responses to major disasters, such as Hurricane Katrina, or responses to smaller 

emergencies, such as London’s King’s Cross Underground Fires of 1989.  The list is by 

no means exhaustive, nor is it a uniform sample of all C2 failures in the past hundred 

years.  Rather, it is an illustrative collection of notable incidents involving a recognized 

failure in C2. 

 

 

                                                 
1
 In all of the cases considered here, the literature describing what happened explicitly refers to “command 

and control failure.”  
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 Table 1  Situations Discussed: Basic Data  

     

Military Operations    

Incident When Where Result Notes 

Great Retreat of 

1914, First World 

War 

1914, Aug. 24-

31 

France Unraveling of the British 

Cavalry Division 

[1] 

Run-up to 1st  

Battle of the 

Marne, First World 

War 

1914, Aug. & 

Sep. 

France Allied Victory in the 

ensuing battle on 5-12 

September 1914; 550,000 

estimated total casualties 

in ensuing battle. 

[2] 

1st Battle of Savo 

Island, 

Guadalcanal 

Campaign, Second 

World War 

1942, Aug. 8-9 Savo Island Allied defeat; 1135 

combat deaths, of which 

1077 allied. 

[3] 

Mayaguez Incident 1975, May 12-

15 

Koh Tang Island, 

Gulf of Siam 

Mission success for US 

after heavy fighting;  c. 88 

dead, 105 injured 

(combatants, both sides) 

[4] 

US Hostage 

Rescue Mission 

1980, Apr. 24-25 Iran Mission failure; 8 US 

servicemen dead. 

[5] 

US Invasion of 

Grenada 

1983, Oct. 25 Grenada Mission success for US;  

89 deaths, 533 injuries 

(combatants, all sides). 

[6] 

First Gulf War, 

Operation Desert 

Storm 

1991, Jan. 17 - 

Feb. 28 

Iraq Coalition victory; 358 

coalition combat & 

theater deaths; c. 22,000 

Iraqi military deaths. 

[7] 

Russia-Georgia 

War 

2008, Aug. 7-16 Georgia, 

Abkhazia, South 

Ossetia 

Russian victory; estimates 

of total combat deaths (all 

sides) vary from c.500-

3200 

[8] 

     

Terrorist Attacks    

Incident When Where Result Notes 

Oklahoma City 

Bombing 

1995, Apr. 19 United States 

(Oklahoma) 

168 deaths, 680 injuries [9] 

911 Attacks 2001, Sep. 11 United States 

(New York, 

Virginia) 

2996 deaths, over 6000 

est. injuries, $40B in 

insurance claims, 

unquantifiable total 

impacts 

[10] 

7/7 London 

Bombings 

2005, Jul. 7 United Kingdom 

(London, 

England) 

56 deaths, c. 700 injuries [11] 

2011 Norway 

Attacks 

2011, Jul. 22 Norway (Oslo and 

Utøya Island) 

77 deaths, 319 injuries. [12] 
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Disasters and Emergencies   

Incident When Where Result Notes 

King's Cross 

Underground Fire 

1987, 18 Nov. United Kingdom 

(London, 

England) 

31 deaths, 100 estimated 

injuries. 

[13] 

Clapham Railway 

Junction Accident 

1988, Dec. 12 United Kingdom 

(London, 

England) 

35 deaths, 500 estimated 

injuries. 

[14] 

Hillsborough 

Stadium Disaster 

1989, Apr. 15 United Kingdom 

(Sheffield, 

England) 

96 deaths [15] 

Hurricane Andrew 1992, Aug. 24 United States 

(Florida) 

26 direct deaths, 39 

indirect.$20B estimated 

damages. 

[16] 

Columbine High 

School Shootings 

1999, April 20 United States 

(Colorado) 

13 deaths, 24 injuries [17] 

Indian Ocean 

Tsunami 

2004, Dec. 26 Indonesia, India, 

Sri Lanka, 

Thailand, 

Maldives 

227898 deaths, c. 1.7  

million people displaced 

[18] 

Hurricane Katrina 2005, Aug. 23-

30 

United States 

(Louisiana, 

Mississippi, and 

environs) 

1836 deaths,  $75B 

damage, $110B total 

economic impact 

[19] 

Black Saturday 

Fires 

2009, Feb. 7 Australia 

(Victoria) 

173 deaths, $4B(Aus) in 

economic impact 

[20] 

NOTES to Table 1: [1] Gardner (2009). [2] Fuhrmann, et al. (2005); Winter (2010). [3] Frank (1990). [4] Government 

Accountability Office (1976). [5] Holloway (1980); Bowden (2006). [6] Cole (1997). [7] Tucker (2010). [8] 

Independent International Fact-Finding Mission on the Conflict in Georgia (2009). [9] Shariat, et al. (1998); Oklahoma 

Department of Civil Emergency Management (2003). [10] Makinen (2002). [11] Lieberman and Cheloukhine (2009). 

[12] Commission on 22 July (2012). [13] Fennell (1988); Croome and Jackson (1993). [14] Hidden (1989). [15] 

Hillsborough Independent Panel (2012). [16] Rappaport (2005). [17] U.S. Fire Administration (1999). [18] US 

Geological Survey (2013). [19] Knabb, et al. (2005). [20] Parliament of Victoria, 2009 Victorian Bushfires Royal 

Commission (2010). 

 

2. C2 FAILURES 
 

C2 failures manifest themselves in a limited number of ways, but the causes of these 

failures are more varied.  Although the manifestations are readily apparent and are 

usually what is reported in the literature when failures are noted, the root causes of C2 

failures often require some work to discern.   Our attempt to categorize the incidents and 

situations listed in Table 1 benefited from the conceptual foundation laid by the C2 

research community, specifically: the tenets of Network Centric Warfare (NCW)
2
, the 

North Atlantic Treaty Organization (NATO) Network Enabled Capability (NEC) C2 

Maturity Model
3
, and the more recent work on C2 Agility

4
.   The tenets of NCW consist 

                                                 
2
 Alberts et al. (1999) 

3
 Alberts et al. (2010) 

4
 Alberts (2011) 
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of a hypothesized value chain that begins with the degree to which a force is 

networked—that is, the degree to which it is able to communicate, share information, 

coordinate, and collaborate.   The tenets move on to consider the extent to which this 

capability translates into actual information-related behaviors. By this, we mean the 

sharing of information and other information-related interactions, and the impact that 

such behaviors have on the quality of awareness and shared awareness.  The major 

hypothesis contained in the NCW tenets is that, at some point, shared awareness enables 

synchronization, including self-synchronization, and that this results in improvements in 

mission effectiveness.    These tenets provide one part of a framework for considering C2 

failures, since what creates value should by its absence adversely impact value.  Thus, the 

tenets provide a point of departure for classifying specific C2 failures.  For example, was 

the failure one of a lack of shared awareness, and if so, what was its cause?  Was it a 

technical cause, or was it rooted in individual or social behaviors?  

 

The NCW tenets assume a certain amount of relevant intelligence information is 

available, and that there is a proper focus on getting the most from this information.  The 

absence of intelligence information—an “intelligence failure”—can destroy a mission 

even if everything else is functioning perfectly.  Intelligence failures are a subject unto 

themselves, and we do not consider them here. 

 

The NATO NEC C2 Maturity Model contributes to a taxonomy of C2 failures in two 

ways.  First, it provides a structured way to describe and characterize an observed C2 

approach. Second, it allows us to categorize observed C2 approaches and determine if the 

approach in practice (as it was implemented) differed from the intended or doctrinal 

approach.   C2 Agility Theory states that there is no universal C2 approach, and that the 

most appropriate C2 approach depends on the nature of the mission, situation, and 

environment.  Thus, the theory suggests that an inappropriate C2 approach could be a 

cause of C2 failure.  C2 Agility involves recognizing that one’s C2 approach is 

inappropriate for the situation, and adopting a more appropriate one.  Thus, the initial 

adoption of a “wrong” approach can be remedied by timely recognition and a transition to 

a more appropriate approach.   This adds yet another category of C2 failure, namely a 

lack of agility.   Ultimately, many C2 failures are likely involve a lack of agility, since a 

timely change of approach might increase the ability of the C2 enterprise to recover from 

technical or behavioral failures. 

 

Figure 1 presents a taxonomy of C2 failures, informed by both C2 theory and common 

themes that emerged from our review of the incidents listed in Table 1. 
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Figure 1. Causes, manifestations, and impacts of C2 failures 

 

C2 failures generally manifest themselves as a lack of access to information or an absent, 

incomplete, irrelevant, delayed, or erroneous transfer of information from those who have 

it to those who need it.   This lack of information quality may be caused by failure of the 

information infrastructure, or “infostructure,” to satisfy the requirements of the mission 

or circumstances.  It may also be caused by behavioral failures.  These causes may in turn 

be a result of pre-existing or a priori problems, or current stresses with which individuals, 

organizations and/or systems cannot adequately cope.  Some C2 failures can thus be 

traced back to poorly designed organizations, or sometimes inherently good 

organizational design that is mal-adapted for a particular mission or circumstance.   

 

We make a distinction between an inability to communicate information and a failure to 

do so, in a timely manner, when it would have been appropriate.  An inability to 

communicate information may result from infrastructure failure, equipment failure, 

equipment or bandwidth shortages, interoperability problems, hostile action, security 

constraints, or any number of reasons.  A failure to communicate, when the means to do 

so are available, may result from human error, organizational silos, or mistrust.  A failure 

to communicate may occur when the technical ability to communicate is present, but the 

knowledge of how to communicate is missing, sufficient incentives are not present, 

and/or individuals and organizations are unwilling to communicate with one another. 

 

A lack of communication, whatever the cause, can have an adverse impact on operations, 

possibly resulting in mission failure.  Even if the mission ultimately succeeds, C2 

failure(s) may cause missed opportunities, duplication of effort, delays, and reduced 
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effectiveness. This can happen even if the organization design is sound and appropriate, 

although good organization design may make the system more resilient to 

communication problems.  Conversely, an inappropriate organization or C2 approach 

does not guarantee a failure to communicate, but it makes such failures more likely.  It 

also makes a lack of communication potentially more serious. 

 

With this failure taxonomy in mind, we will review the C2 failures and their causes in the 

20 incidents studied in this paper. 

 

3. A PRIORI STRUCTURAL PROBLEMS  
 

C2 failures often occur because of a predisposition to such failures that is inherent in the 

organization and the systems that support C2. This was the case for  many of the 

situations and incidents discussed in this paper. 

 

For example, in the run-up to the attacks of September 11
th

, 2001 the organizations 

responsible for military air defense and those responsible for the management of civil air 

traffic each had their own independent hierarchical structures and silos that promoted 

vertical communication.  This lack of effective cross-coordination mechanisms resulted 

in sufficient delays that there was not enough time to shoot down the hijacked planes that 

successfully collided with the World Trade Center in New York and the Pentagon in 

northern Virginia.
5
   

 

In the immediate response to the September 11
th

 attacks, significant organizational seams 

between the New York Police Department (NYPD), the Fire Department of New York 

(FDNY), and the Port Authority Police Department (PAPD) proved problematic.  These 

seams, exacerbated by the communications difficulties discussed below, resulted in 

redundant searches for civilians and other instances of inefficient resource deployment.
6
 

 

The failed Iran Hostage rescue attempt, discussed in more detail in the sections below, 

involved U.S. Army Delta Force, U.S. Army Rangers, U.S. Air Force pilots, and U.S. 

Navy helicopter pilots, among others, in a highly complex operation. The mission was 

adversely impacted by an inadequate approach to C2 that suffered from 

compartmentalization and evidenced mutual distrust between and among these service 

components.  There was also a lack of unified command with no single component 

commander to unify the Air Force airplanes and Navy helicopters, and no single ground 

commander to unify Delta Force and the Rangers.
7
  These seams, combined with the 

communications problems described in Section 5 and a good bit of bad luck, led to 

mission failure and eight dead U.S. servicemen. 

 

Similarly, the U.S. service components involved in the Mayaguez response of 1976 were 

not organized to form a fully cohesive task force.  The planning process was disjointed, 

                                                 
5
 Grant (2006) 

6
 National Commission on Terrorist Attacks Upon the United States (2004) 

7
 Anno and Einspahr (1988); Gass (1992); Holloway (1980); Thomas (1987)  
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as described in Section 4, and there was insufficient unity of effort between the U.S. 

Marines, Air Force, and Navy.
8
  There were also shortages of communication equipment 

on the ground, as discussed in Section 5.  On top of all this, there was unfortunate 

micromanagement and interference from the upper echelons in Washington, District of 

Columbia.  At one point in the heat of battle, Marines had to respond to an information 

request from Washington: did they have a Khmer interpreter with them?
9
  Although the 

United States achieved victory in the Battle of Koh Tang and recovered the Mayaguez 

and ultimately its crew, the fighting was very difficult and the margin of victory was 

small.  C2 problems were ultimately overcome by initiative and heroism.
10

 

 

The Russian armed forces, although they won their war with Georgia fairly quickly in 

2008, arguably had too difficult a time doing so, and suffered too many casualties.  C2 

failures involving coordination and communication were part of the problem, as 

discussed in Sections 4 and 5.  Here we observe that the Russian military was organized 

along Cold War and even World War II principles, for large fights involving massive 

armies.  There was little overall coordination between the Army, Air Force and Navy 

suitable for joint prosecution of a relatively small operation.  One retired general argued 

that the subordination of Army aviation to the Russian Air Force (Voyenno-Vozdushnyye 

Sily—VVS) was at the core of the failures to provide close air support to ground combat 

forces, and called for the return of such tactical aviation to the control of Army ground 

units.
11

  It is worth noting that the Georgia war served as a stimulus for reform of the 

Russian military, away from its Soviet legacy and towards better performance in smaller, 

faster operations.
12

 

 

The “Great Retreat” of the British forces in 1914, in the face of an initial German 

offensive, offers another example of an inappropriate approach to C2.  The heads of 

cavalry brigades were used to taking initiative and not being micromanaged.  This served 

the British well in the various “small wars” of the world-spanning empire, but created 

problems in the huge conflict that was the First World War.  Thus, while retreating 

cavalry brigades had difficulties in communicating with General Allenby at his 

headquarters, this was not the only cause of the communication deficit, since they were 

not terribly inclined to communicate in the first place. As the brigades retreated, they 

completely lost touch with each other and headquarters, and the British Cavalry 

effectively disintegrated as a viable unit for a time.  This had significant adverse 

consequences on the ability to accomplish the mission.  In the battle of Le Cateau on 26 

August, Allenby was unable to offer any assistance to the Second Army Corps—his 

brigades were effectively gone. 

 

During Operation Desert Storm, there was a lack of coordination between the U.S. Army 

and the U.S. Air Force over the crucial placement of the Fire Service Control Line 

                                                 
8
 Toal (1998) 

9
 Toal (1998) 

10
 Toal (1998) 

11
 McDermott (2009) 

12
 Cohen and Hamilton (2011) 
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(FSCL).
13

  The FSCL is the boundary within which all air strikes must be coordinated 

with ground commanders to avoid fratricide, and outside of which air strikes are more 

freely conducted.  The Army tended to want to position the line relatively far out, to give 

themselves more room to operate.   The problem was that if the Army did not move fast 

enough to justify such a placement, the line was typically not re-positioned. This 

hampered the Air Force from pursuing fleeing enemy forces, and served to shield 

significant portions of the Iraqi Army.  As one observer put it, “the safest place for an 

Iraqi to be was just behind the FSCL.”
14

 

 

Turning now to disaster response, organizational deficits have been a persistent problem 

in responses to major disasters.
15

  In the response to the Indian Ocean Tsunami of 2004, 

there were militaries from 11 countries involved. Each had a somewhat different 

relationship with the Indonesian Government.  A case study undertaken in support of 

NATO SAS-065 noted many examples of a lack of shared intent.
16

  There was a lack of 

coordination between the various military establishments involved, between military 

establishments and international non-governmental organizations (NGOs), between 

international NGOs and Indonesian NGOs, and between U.S. and United Nations (UN) 

agencies.  A Humanitarian Information Center was established in an effort to provide 

some oversight for hundreds of NGOs.  Their daily meetings were characterized as being 

“unwieldy” and as “a shambles.”
17

 

 

In the response to Hurricane Katrina, the roles of various U.S. federal agencies were not 

properly delineated.  There was overlap and conflict among them, and between them and 

the states of Louisiana and Mississippi, as well as local agencies and other actors.
18

  As 

an example, both local police and the National Guard were working at the Louisiana 

Superdome, which served as an evacuation center, but each side said the other was 

supposed to lead.  This led to security problems, and many responders left.
19

  The House 

of Representatives report on Katrina
20

 specifically mentions structural a priori 

coordination deficits between the Department of Defense (DoD) and the Federal 

Emergency Management Agency (FEMA), and between both of them and the State of 

Louisiana.  Similar observations about the lack of proper role delineation and interagency 

coordination can be found in the reports on the responses to other disasters and 

emergencies.  During Australia’s Black Saturday fires of 2009
21

, the State of Victoria’s 

Country Fire Authority (CFA) and Department of Sustainability and the Environment 

(DSE) reportedly followed distinct and inconsistent operating procedures. In the response 

                                                 
13

 McDaniel (2001) 
14

 McDaniel (2001) 
15

 Donahue and Tuohy (2006) 
16

 Huber, et al. (2008) 
17

 Huber, et al. (2008) 
18

 Moynihan (2006); U.S. House of Representatives (2006); U.S. Senate (2006) 
19

 Moynihan (2006) 
20

 U.S. House of Representatives (2006) 
21

 Parliament of Victoria, 2009 Victorian Bushfires Royal Commission (2010) 
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to London’s King’s Cross Underground fire in 1987
22

, there was poor coordination 

between the London Underground and police and fire agencies. 

 

It is worth noting that even relatively decentralized and supposedly “nimble” 

organizations, such as terrorist groups, are not always immune to organizational seams 

and structural problems.  A study of the decline of Al-Qaeda in Iraq recounts that cells 

often became bureaucratic and compartmentalized, with a Military Officer, Security 

Officer, Sharia Officer, and Administrative Officer.  One individual was quoted as saying 

that “there is little cooperation between the four elements.”
23

 

 

In many observations of the situations and incidents discussed in this paper, there is a 

recurring refrain that “no one was in charge.”  Table 2 compiles many quotes to this 

effect.  To see them all in one place is quite striking.  However, we must note that, in 

complex endeavors, there may indeed be no one in charge.  It may not be necessary or 

desirable to have a single organization “in charge,”
24

 as long as the effort is properly 

coordinated, participants understand their roles and possess sufficient shared awareness, 

and communication channels are available if required. 

 
Table 2. "No One in Charge"

Incident Quote Reference
Black Saturday Fires 

Response

"...roles of the most senior personnel were not clear, […] 

no single agency or individual in charge…" 

Parliament of Victoria, 

2009 Victorian Bushfires 

Royal Commission (2010), 

p.8

Hurricane Andrew 

Response

"...failure to have a single person in charge with a clear 

chain of command."

Florida Governor’s 

Disaster Planning and 

Response Review 

Committee (1992), p. 60

9/11 Attacks "...no one was firmly in charge of managing the 

case...Responsibility and accountability were diffuse." 

[about intelligence]

National Commission on 

Terrorist Attacks upon the 

United States (2004), p.400

King's Cross Fire 

Response

"...uncertainty over which of the London Underground 

staff was in charge…"

Fennell (1988), pp. 73-74

Iran Hostage Rescue "…confusion about 'who was in charge'" Anno & Einspahr (1988), 

p.10

"…uncertainty as to who was in charge." Thomas(1987)  p.10

"…no one..who was in overall charge…" Gass (1992), p.15

"...no way to quickly find out or locate who was in 

charge…"

Holloway (1980), p. 51

Mayaguez Incident 

Response

"[planning activity] lacked coordination…No one 

seemed to be in charge."

Toal (1998), p.18

Hurricane Katrina 

Response

"...no single individual who took charge…"; "State 

officials and FEMA disagreed about who was in 

charge…"

Moynihan (2006), pp. 

22,24

"Too often, because everybody was in charge, nobody 

was in charge."; "…no consensus on who was in 

charge."; "... disagreed on who was in charge,could not 

find out who was in charge, or did not know who was in 

charge…"

U.S. House of 

Representatives (2006), 

pp. xi, 185, 186

Indian Ocean Tsunami 

Response

"...coordinating meetings were 'very unwieldy' and 

'internal coordinating meetings were a shambles.'"

Huber et al. (2008), p.4

Columbine High School 

Shootings

"…'Who's in Charge?' No one could answer the 

question."

Moody (2010), p.39

 

                                                 
22

 Fennell (1988) 
23

 Fishman (2009)  
24

 Alberts et al. (2010) 
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4. BEHAVIORAL FAILURES: FAILURE TO COMMUNICATE  
 

Many problems in C2 arise from a failure to access available information, or to 

communicate necessary information to those who need it.  We are not speaking here of an 

inability to communicate, as in Section 5 below.  The means to communicate may exist, 

but communication does not take place for any number of reasons, including a lack of 

will or incentives.  In this section we consider communication deficits caused by any 

number of organizational problems, such as poorly delineated roles and responsibilities, 

bureaucratic silos that ignore or even mistrust each other, or simple human error.  The 

types of a priori structural problems discussed in Section 3 above do not guarantee 

failures of communication, but they create the conditions making such failures more 

likely, particularly under the stress of a battle or a disaster response.  

 

An example of a failure to communicate occurred during the Guadalcanal campaign of 

late 1942, during the Second World War.  The Guadalcanal campaign is generally 

credited as a success for the Allied powers, although it involved some significant losses 

in individual battles, and the Allies did not achieve full dominance in the regional waters 

around Guadalcanal.  One of the battles in the campaign that the Allies lost outright was 

the Battle of Savo Island on 8 August, 1942.  The communication failure occurred in the 

cruiser groups constituting the Allied screening force guarding against a Japanese naval 

attack.
25

  On the night of the battle, the commander of the screening force, Rear Admiral 

Victor Alexander Charles Crutchley, took his ship out of the southern cruiser group in 

order to attend a conference with Admiral Richard Turner.  However, he did not inform 

his second in command, Captain Frederick Riefkohl, who was in the northern cruiser 

group.  Riefkohl remained ignorant that he was now in command of the screening force.  

When the Japanese attacked, there was no coordinated response.  Moreover, a crucial 

radio message warning of an impending attack was not relayed to Riefkohl, because of 

human error.  These C2 failures were not the only causes of the loss of the Battle of Savo 

Island, but they certainly adversely impacted the mission.  

 

Another example of a C2 failure not caused by technical means can be found in the 

planning of the U.S. response to the capture of the Mayaguez.  Planning cells were 

physically separated from each other and did not exchange much information.  Many 

staff members were also absent.  As a result, there was not a unified and coordinated 

plan, and many participants remained unaware of whatever plans there were.
26

 

 

Responses to natural disasters have been rife with failures to communicate.  Consider 

Hurricane Katrina.  Moynihan
27

 gives many examples, but here we will recount only two 

for the sake of illustration.  The Louisiana Superdome football stadium served as a 

collection center for people who would later be further evacuated.  FEMA had an 

evacuation plan and was more or less ready to execute.  The commander of Joint Task 

                                                 
25

 Hone (2006) 
26

 Toal (1998) 
27
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Force Katrina, General Russel L. Honoré, told the National Guard to cancel the plans—

but he did not inform FEMA.  This delayed the evacuation by at least a day.  In another 

example, New Orleans mayor Ray Nagin declared the Ernest N. Morial Convention 

Center as a refuge, but did not broadly communicate this decision.  FEMA and the 

Department of Homeland Security (DHS) did not realize until two days later, when about 

19,000 people were stranded at the convention center without supplies. 

 

Similar failures have also occurred in the responses to lesser emergencies.  In the 1989 

Hillsborough Stadium incident, “communications between all emergency services were 

imprecise and inappropriately worded, leading to delay, misunderstanding, and a failure 

to deploy officers to take control and coordinate emergency response.”
28

  After the Oslo 

bombing of 2011 but before the mass shootings on the same day, a citizen gave police a 

description of the likely perpetrator, as well as his vehicle license number.  The officers 

did not pass the information up the command chain for at least 20 minutes, and it did not 

reach the right people for two hours, by which time the shootings on Utøya Island had 

already begun.
29

  

 

5. INFOSTRUCTURE FAILURES: INABILITY TO COMMUNICATE  
 

There are many cases where it is simply not possible to access or share information, or 

for two or more entities to coordinate. An inability to communicate may result from 

many causes.  Communication may be physically impossible with current technology or 

the systems available.  Even if communication is theoretically possible from a technical 

point of view, there may be: 

 a failure of infrastructure or equipment, or a shortage of appropriate equipment, 

leading to problems of availability, connectivity, or reliability 

 a shortage of bandwidth 

 adversarial action, such as jamming 

 security procedures and constraints 

 a lack of interoperability 

The problems above have occurred with regularity in the situations examined here. 

 

5.1 Failure of infrastructure 

 

Infrastructure failure is a common and serious problem during major disasters.
30

  The 

disaster that creates the conditions demanding a response also destroys or incapacitates 

the communications infrastructure.  This happened during Hurricane Andrew,
31

 

Hurricane Katrina,
32

 and the Indian Ocean Tsunami.
33

  Even if not substantially 

destroyed, infrastructure may be overwhelmed by the communication demands imposed 

                                                 
28
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29
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30
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31
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32
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33
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by the response to the emergency. This was a factor in the responses to the September 

11
th

 attacks
34

 and Australia’s Black Saturday fires,
35

 as well as the responses to the 

Oklahoma City bombing
36

 and the Hillsborough Stadium disaster.
37

 

 

5.2 Shortage of appropriate equipment or bandwidth 

 

In almost all the incidents considered here, there was a shortage of appropriate 

communications equipment or bandwidth.  The following are some examples. 

 

During Russia’s 2008 war with Georgia, the Russian forces did not have enough 

communications equipment, and what they did have was antiquated and often not 

interoperable (see section 5.3). Commanders ended up relying on personal mobile phones 

for C2.  Worse yet, the calls had to go through the enemy’s infrastructure, as the South 

Ossetian cellular networks were run by Georgia.  In one instance, the 58
th

 Army 

Commander, Lieutenant Anatoliy Khrulev, reportedly had to borrow a satellite telephone 

from a journalist in order to communicate with his forces.
38

 

 

During the British “Great Retreat” of 1914 in the beginning of the First World War, 

communications collapsed completely as cavalry brigades separated from each other.  

Communications depended greatly on motor vehicles, and the roads of northern France 

had become so clogged as to be almost impassable.
39

 

 

In another example from the early stages of the First World War, the German offensive of 

1914 was hampered severely by coordination failures resulting from an inability to 

communicate.
40

  The Germans depended on cars and motorcycles to pass messages, and 

also on wireless communications for distances up to about 130 miles.  The presence of a 

French jamming station on top of the Eiffel Tower severely limited the effectiveness of 

wireless communications.  Messages often had to be repeated several times.  This, along 

with security procedures of encoding and decoding, meant that it often took 12 hours and 

sometimes longer to successfully pass a wireless message.  As German armies in the west 

spread over hundreds of miles, and as commanders made field decisions that resulted in 

deviations from the original Schlieffen plan, a coordination problem was produced that 

could not be solved with the slow and unreliable communications available.  This 

contributed to the German defeat in the First Battle of the Marne, which in turn dashed 

German hopes for a quick victory and also signaled the end of mobile conflict and the 

beginning of bloody trench warfare. 

 

                                                 
34
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37
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In the Mayaguez incident of 1976, a serious communications problem was precipitated by 

the destruction of Ultra-High-Frequency (UHF) radios in a helicopter crash.  The 

remaining Very-High-Frequency (VHF) radios were overloaded, making communication 

between aircraft and Marines on the ground very difficult.  This resulted in crucial 

problems coordinating air strikes.
41

 

 

In the 1983 U.S. Invasion of Grenada, besides the interoperability problems discussed in 

the Section 5.3, there was also a shortage of satellite communications.
42

 

 

During the response to the September 11
th

 attacks, FDNY radios performed very badly 

inside buildings.  A repeater system that had been set up to solve such problems was not 

properly activated because of human error.  A shortage of bandwidth also plagued both 

the NYPD and FDNY.
43

  In an earlier instance of radios having problems working 

indoors, responders to the King’s Cross Underground Fire in London had severe 

difficulties with radio communication underground.
44

  In the response to Hurricane 

Andrew, there was a severe shortage of High-Frequency (HF) radios.
45

 

 

5.3 Interoperability 

 

Communications equipment is of little use if it cannot talk to other communications 

equipment.  A lack of interoperability between communications equipment or 

information technology systems was a common problem in many of the situations 

studied.  During the failed Iran hostage rescue attempt, for example, various operational 

units could not talk to each other.  The Army Rangers who were guarding the landing site 

in the Iranian desert used radios that could not communicate with Delta Force or Air 

Force personnel.  They were also unable to inform ground commanders in a timely 

fashion when a bus full of Iranian civilians appeared, complicating the operation.  The 

landing site could also not talk to the helicopter fleet.
46

  These interoperability failings, 

coupled with the communications security constraints imposed on the mission and 

discussed in Section 5.4, certainly contributed to the failure of the mission. 

 

Another U.S. military example is the successful invasion of Grenada in 1983.  During 

this invasion, Marines in the north and Army Rangers in the south used their radios in 

such a way that interoperability was impeded, and they could not talk to each other.  

When the Marines ran into trouble at one point, the Rangers did not know about it for an 

unacceptably long time.  Interoperability problems also led to a highly publicized 

incident in which a soldier had to call for air support by placing a commercial long 

distance telephone call from Grenada to Fort Bragg, North Carolina.
47
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Interoperability problems plagued the Russians during their war with Georgia in 2008. 

Ground units were unable to communicate with space-based and electronic intelligence 

assets.  As a result, the Russians could not employ their electronic warfare systems to full 

advantage to suppress Georgian air defenses, and could not make full and effective use of 

satellite targeting support or precision guided munitions. There were also interoperability 

problems between the units of different services of the Russian armed forces.  Ground 

commanders had very little control over needed air support.  Reportedly, Colonel General 

Aleksandr Zelin directed air operations personally by mobile phone from Moscow.
48

 

 

In the run-up to the September 11
th

, 2001 terrorist attacks, there was no interoperability 

between the information technology and C2 systems of the Federal Aviation 

Administration (FAA) and the North American Aerospace Defense Command 

(NORAD).
49

  In the immediate aftermath of the attacks, units of first responders on the 

ground often found that they were unable to communicate with each other. For example, 

the Port Authority Police Department had radios that could not talk to those of the 

FDNY.
50

 

 

In responses to major disasters and other emergencies, interoperability problems occur 

with depressing regularity.  They are identified in carefully researched official after-

action reports, only to occur again in future incidents.
51

  In the aftermath of Hurricane 

Katrina, the U.S. Department of Defense did not have an information sharing protocol 

that might have enhanced communication and situational awareness between all the 

deployed military units.  There were also major interoperability problems in 

communication between units of different federal, state, and local agencies on the 

ground.  Joint Task Force Katrina, the National Guard, and the States of Louisiana and 

Mississippi did not have interoperable communications equipment.
52

 Similar problems 

occurred in other disasters. During Australia’s Black Saturday fires of 2009, the 

metropolitan and regional police forces had incompatible radio systems, and there was no 

interoperability between different emergency services agencies.
53

  In the response to the 

1987 King’s Cross Underground fire in London, there was also no interoperability 

between the different emergency agencies, and between them and the London 

Underground.  Despite being identified as a problem in the Fennell Report of 1988,
54

 

such difficulties recurred at least partially in the response to the 2005 “7/7” London 

bombings.
55
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A study of 192 U.S. cities published in 2004
56

 reported that 86% of them did not have 

interoperable communications with their state transportation department; 83% were not 

interoperable with the U.S. Department of Justice or the Department of Homeland 

Security; 60% were not interoperable with their state emergency operation centers, and 

49% lacked interoperability with state police. 

 

5.4 Security Constraints 

 

During military operations, there is an ever-present tension between the need to 

communicate information and the need for security and stealth.  The proper balance is 

often very hard to reach.  Sometimes, security procedures may restrict information 

availability to the point that the mission is harmed.  This happened during the failed 1980 

U.S. attempt to rescue the hostages being held at the U.S. Embassy in Iran.  The security 

constraints further exacerbated a situation that was already plagued with structural 

organizational problems and communications interoperability issues, as discussed above. 

 

A C-130 transport airplane heading to the rendezvous landing site (“Desert One”) 

encountered a large desert dust cloud (known in Iran as a haboob).  The haboob was not a 

major problem for the airplane, but it was potentially a serious threat to the eight 

helicopters following far behind it.  The airplane did not warn the helicopters because of 

a strict dictate of radio silence.  There was a chance the aircrew could have used a secure 

satellite radio to issue the warning, but unfamiliarity with the equipment made them 

unable to work out the coding parameters.
57

   

 

The helicopters thus entered the haboob.  Because of radio silence, they could not tell 

each other what they were doing or where they were going.  One helicopter had to abort 

because of a suspected blade failure, and two others left the haboob and landed.  One of 

the two that landed prematurely was that of the group’s leader.  The leader made a secure 

call to a U.S. command center in Egypt and was told to proceed to the rendezvous 

landing site (“Desert One”), but none of the other helicopters could hear the conversation.  

The other pilot that had landed prematurely was no longer in visual contact.  Because of 

readings indicating malfunctions and the difficulty of flying again through the haboob, he 

made an independent decision to return to the aircraft carrier Nimitz.  To make things 

worse, his was the helicopter carrying all the spare parts needed for possible repairs.  

None of the helicopters could talk directly to Desert One and thereby learn that the 

rendezvous landing site was clear.  Later, the pilot who returned said he would have 

continued had he known that fact.
58

   The inability to communicate led to the loss of 

needed helicopters and crucial spare parts at Desert One.  This contributed in no small 

measure to the ultimate failure of the mission. 
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6. DISCUSSION 
 

Table 3 summarizes the factors discussed above for the 20 incidents in Table 1.  A glance 

at the table reveals that an a priori structural defect (organizational or systems) was a 

problem in almost all the cases, and that this led to a failure to communicate in most 

cases.  Interoperability problems were a specific factor less frequently, but were serious 

when they occurred.  The inability to communicate because of security constraints was 

not particularly prevalent in the situations studied, but was disastrous in one case, the 

failed 1980 US attempt to rescue the hostages in Iran. 

 

Another pattern that emerges in Table 3 is that responses to major disasters such as 

Hurricane Katrina have been plagued across the board by all the problems identified here.  

The nearly total chaos produced by such disasters stretches all systems and organizations 

to the breaking point. 

 

Table 3.  Situations Discussed: C2 Characterization

(Shaded box means heading is applicable to incident)

Military Operations
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Great Retreat of 1914, First World War
[1]

German army in runup to 1st  Battle of the 

Marne, First World War
[2]

1st Battle of Savo Island, Guadalcanal 

Campaign, Second World War
[3]

Mayaguez Incident
[4]

US Hostage Rescue Mission
[5]

US Invasion of Grenada
[6]

First Gulf War, Operation Desert Storm, 

FSCL
[7]

Russia-Georgia War
[8]
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Table 3  Situations Discussed: C2 Characterization (cont.)

(Shaded box means heading is applicable to incident)

Terrorist Attacks
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Oklahoma City Bombing Response
[9]

911 Attacks Response and Possible 

Prevention
[10]

7/7 London Bombings Response
[11]

2011 Norway Attacks Response
[12]

 
 

Table 3  Situations Discussed: C2 Characterization (cont.)

(Shaded box means heading is applicable to incident)

Disasters and Emergencies

 Inability to Communicate

Incident
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King's Cross Underground Fires 

Response
[13]

Clapham Railway Junction Accident 

Response
[14]

Hillsborough Stadium Disaster Response
[15]

Hurricane Andrew Respnse
[16]

Columbine High School Shootings 

Response
[17]

Indian Ocean Tsunami Response
[18]

Hurricane Katrina Response
[19]

Black Saturday Fires Response
[20]

 
NOTES to Table 3: [1] Gardner (2009). [2] Fuhrmann et al. (2005). [3] Hone (2006). [4] Toal (1998); Government 

Accountability Office (1976). [5] Anno and Einspahr (1988); Holloway (1980); Bowden (2006); Gass (1992); Thomas 

(1987). [6] Anno and Einspahr (1988); Cole (1997). [7] Tucker (2010). [8] Cohen and Hamilton (2011); McDermott 
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(2009); Independent International Fact-Finding Mission on the Conflict in Georgia (2009). [9] Oklahoma Department 

of Civil Emergency Management (2003). [10] Grant (2006); National Commission on Terrorist Attacks upon the 

United States (2004). [11] Guardian (2011); Lieberman and Cheloukhine (2009). [12] Commission on 22 July (2012); 

Dennis (2012). [13] Fennell (1988). [14] Hidden (1989). [15] Hillsborough Independent Panel (2012). [16] Florida 

Governor's Disaster Planning and Response Review Committee (1992). [17] U.S. Fire Administration (1999). [18] 

Huber, et al. (2008). [19] Moynihan (2006); U.S. House of Representatives (2006); U.S. Senate (2006). [20] Parliament 

of Victoria, 2009 Victorian Bushfires Royal Commission (2010); Au (2011). 

 

The hypothesis being examined by NATO SAS
59

-085, that more network-enabled C2 

approaches are more agile, implies that C2 approaches of varying degrees of 

decentralization may have different susceptibilities to the sources of failure outlined 

above.  For example, an organization that is distributed in nature, but not properly 

networked, may be more prone to communication failures than more centralized 

approaches.    Consider the case of the German advance of 1914.  The Germans followed 

the doctrine of auftragstaktik, or mission command, that allowed considerable individual 

initiative to field commanders whose abilities and extensive training were presumed to 

imbue them with the proper level of shared intent.  Mission command
60

 worked well for 

the Germans in the Austro-Prussian War of 1866 and the Franco-Prussian War of 1870-

71.
61

  However, those wars involved smaller armies and much smaller fronts, which were 

easier to handle with more rudimentary communications capability.  In the offensive of 

1914, the deviations from the original offensive Schlieffen Plan, caused at least in part by 

field commanders taking initiative and responding to unfolding tactical conditions
62

, 

created a need for command, control, and communications technological capability that 

simply did not exist in 1914 to coordinate the movements of huge armies.  The field 

commanders were taking actions without full knowledge of what other commanders were 

doing (they lacked shared awareness), without the immediate knowledge of headquarters 

(they lacked awareness), and—crucially—without vital information that was often known 

to headquarters and other commanders (a lack of shared information).  This ultimately 

resulted in the failure of the offensive because the conditions necessary for successful 

mission command were not established. 

 

A different effect can be discerned in the run-up to the attacks of September 11
th

, 2001.  

A hierarchical structure with vertical communications channels did not function 

effectively in the face of an unanticipated threat unfolding with great rapidity.  Thus 

failures to communicate can be present in any form of organization, and have deleterious 

effects. 

 

The Russian armed forces were stymied in their nonetheless successful war with Georgia 

in 2008 by a highly hierarchical and disjointed Soviet-legacy organization.  However, 

given the communications difficulties from which they suffered, it is not clear that a more 

decentralized approach would have served them better.  Arguably, a more decentralized 
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and net-centric approach would have required better communications equipment with 

much more interoperability in order to function effectively. 

 

7. CONCLUDING REMARKS 
 

We have studied 20 operational situations that have been characterized as having  

command and control (C2) failures of varying severity.   Some have involved military 

operations; some the run-up, and response to, terrorist attacks; and others involved the 

responses to major disasters or smaller emergencies.  In some cases, the C2 failure had an 

obvious detrimental effect on the mission, and in others the effect was more difficult to 

discern, or was overwhelmed by other factors.  While these failures all involved 

information that was not communicated, the key to avoiding such C2 failures or reducing 

their adverse impacts lies in the reasons behind the lack of information transfer or lack of 

shared information.  The lack in all cases was caused either by a behavioral failure to 

communicate, or a physical or technical inability to do so.  In most cases, there were a 

priori structural and organizational problems resulting in a reduced propensity to 

communicate in the first place.   

 

The inability to communicate is addressable with continuing investments in Research, 

Development, Technology, and Engineering (RDT&E) in information and 

communications science and technology (ICT), as well as smart and effective acquisition 

policies for communications equipment and ICT.  The behavioral failures to 

communicate are addressable with training, doctrine, and proper organization design, as 

well as agile C2 approaches. 

 

The role played by flawed or inappropriate organization in these incidents is too 

pervasive to ignore.  As we have seen in our discussion of the various examples, different 

C2 approaches, of varying degrees of decentralization, may have different failure 

propensities under different circumstances. For example, a collective that is distributed, 

but not properly integrated, may sometimes be more adversely affected by 

communication failures than a traditional, tightly-knit hierarchy.  The relatively 

decentralized mission-command paradigm of the German Army at the beginning of 

World War I, discussed above, represents a case in point. 

 

If the collection of participating organizations—or units of the same organization—were 

able to adopt an appropriate approach to C2, it seems likely that the frequency of these 

failures would have been significantly reduced or their impacts mitigated. Many of the 

disaster-response cases discussed in this paper were characterized by chaotic conditions, 

with no one knowing “who was in charge.”  However, it may not always be necessary or 

desirable to have a single organization “in charge” of a complex endeavor, as long as the 

effort is properly coordinated, participants understand their roles and possess sufficient 

shared awareness, and communication channels are available if required. 

 

With a better understanding of the C2 approach options that are available and the need of 

an organization (or collection of organizations) to be able to adopt more than one 

approach to C2, the capabilities of the systems that support C2 can be expected to evolve 
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over time.  Specifically, these systems can be expected to be designed to support not one, 

but a variety of C2 approaches and, as a result, will themselves be better able to cope 

with unexpected communications and interoperability challenges as well as mission 

stresses.   This should lead to even fewer C2 failures.    
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Why Study C2 Failures? 

• C2 is central to the military mission 

• We spend a lot of money on C2 research 
– Over 40% of U.S. DoD S&T funding is interpretable as 

supporting C4ISR 

• It’s easy to hypothesize on why things may go wrong 
– But how can we be sure? 

• Thus, it is useful to study cases where something 

actually did go wrong and understand why! 

• We studied 20 operational cases since the 1st World War 
– Identified explicitly in the literature as involving “C2 failure” 

– Drawn from 
» Military operations 

» Terrorist Attacks 

» Disaster & Emergency response 

 



Cases (1): Military Operations 

The Great British Cavalry 

Retreat from Mons, World War 

I, August 1914 

The German Offensive before 1st 

Marne, World War I, August –

September 1914 

1st Battle of Savo Island, 

Guadalcanal Campaign, World 

War II, August 1942 
Mayaguez Incident/Battle of Koh 

Tang, May 1975 

http://www.iwm.org.uk/collections/item/object/205024060 

http://pierreswesternfront.punt.nl/content/2008/08/marne-verberie-

nery-villers-cotterets 

http://www.history.navy.mil/photos/images/g10000/g13488.jpg http://www.specialoperations.com/Operations/mayaguez_USMC_deploying_on_Koh_Tang.jpg 



Cases (1): Military Operations (Cont.) 

Operation Desert Storm, 

January-February 1991 

Russia-Georgia War, August 

2008  

US Iran Hostage Rescue 

Mission, April 1980 

US Invasion of Grenada, 

October 1983  

http://nimg.sulekha.com/others/original700/russia-georgia-war-anniversary-2009-8-7-7-41-29.jpg 

http://media.washtimes.com/media/image/2012/10/11/argo_web_3589_4-

1980_s630x431.jpg?80e003d3227bcbe8c85816c8b2123c96a33e47ff 

http://www.defenseimagery.mil/imageRetrieve.action?guid=ceb1e816ab2ca40ae1044

3bc1118590417ed95b4&t=1&w=538&h=538 

http://www.wallsonline.org/wp-content/uploads/2012/12/Operation-Desert-Storm-War-.jpg 



Cases (2): Terrorist Attacks 

Oklahoma City Bombing, April 19, 

1995 
9/11 Attacks, September 11, 2001 

7/7 London Bombings, July 7, 

2005 Norway Attacks, July 22, 2011 

http://totallycoolpix.com/wp-

content/uploads/2011/10092011_remembering_

9_11/nyc_002.jpg 

http://www.smh.com.au/world/police-begin-questioning-of-christian-fundamentalist-20110723-1hua4.html 

http://www.dailymail.co.uk/news/article-1198170/7th-July-London-

bombings-Four-years-7-7-seen-picture-inside-Russell-Square-train.html 

http://alt.coxnewsweb.com/cnishared/tools/shared/mediahub/05/98/52/slidesho

w_1529857_Oklahoma_City_Bombing_15t-1.jpg 



Cases (3): Disaster/Emergency Response 

King’s Cross Underground Fire, London, 

November 18 1987 

Clapham Junction Railway Accident, 

London, December 12 1988 

Hillsborough Stadium Disaster, April 15, 1989 Hurricane Andrew, August 24, 1992 

http://3.bp.blogspot.com/-

P0ei7ovXTrw/UDcHtBSkqLI/AAAAAAAABhY/w1rB6P5QDXk/s1600/86+Hurricane+Andre

w+1992.jpg 

http://secondsfromdisaster.net/wp-content/uploads/2013/01/kings-cross-fire.jpg 

http://media.popularmechanics.com/images/clapham-wreck-470-0609.jpg 

http://static.guim.co.uk/sys-

images/Guardian/Pix/pictures/2012/12/19/1355903591995/Hillsborough-disaster-010.jpg 



Cases (3): Disaster/Emergency Response (Cont.) 

Columbine High School Shootings, April 20, 1999 Indian Ocean Tsunami, December 26, 2004 

Hurricane Katrina, August 23 2005 
Black Saturday Fires, Victoria, Australia, 

February 7, 2009 

http://www.katrina.noaa.gov/images/katrina-08-28-2005.jpg 

http://www.sanandreasfault.org/Sumatra1.jpg 

http://www.sydneycare.org.au/content/r337173_1529332.jpg 

http://bossip.files.wordpress.com/2012/11/massacre-e1352384704110.jpeg?w=625&h=389 



The Punchline 

“What we’ve got here, is failure to communicate” 

Strother Martin as “The Captain,” Cool Hand Luke, (Warner Brothers, 1967) 

http://media.beta.photobucket.com/user/boro_01/media/Cool_Hand_Luke_Martin.jpg.html?filters[term]=strother%20martin&fil

ters[primary]=images&o=1 



Causes, Manifestations and Impacts of C2 Failures 

Operational Impacts 

• Losses 

• Delays 

• Inefficiencies 

• Missed Opportunities 

• Lack of Agility 

C2 Quality Impacts 

• Lack of Awareness 

• Lack of Shared Awareness 

• Lack of /Inadequate Plans 

• Poor Decisions 

• Inappropriate 

• Delayed 

• Decisions Not Made 

• Poor quality information 

• Incomplete 

• Inaccurate 

• Not timely 

• Not relevant 

• Information hoarding 

Manifestations 

Increases 

severity 

 

Infostructure Failures 

• Lack of interoperability 

• Infrastructure  /equipment 

failure 
• Connectivity 

• Availability 

• Reliability 

• Lack of bandwidth 

• Security constraints 

• Adversarial Action, e.g. 

Jamming 

• Lack of assurance 

• Lack of tools 

• Discovery 

• Collaboration 

Behavioral Failures 

• Failure to make contact 

• Failure to share 

• Failure to cooperate 

• Inappropriate C2 Approach 

• Inadequate C2 Systems 

• Lack of C2 Agility 

• Lack of Trust 

Aggravated by Stresses 

• Attacks on C2 

• Time Pressures 

• Denied Environment 

• Weather 

• Terrain 

 

Increases  

likelihood & 

severity 

 

Structural Problems 

Inability to Communicate 

Failure to Communicate 



It All Boils Down to This: 

Somebody didn’t talk to somebody 

Somebody couldn’t  talk to somebody 

and/or 



Inability to Communicate: Equipment/Bandwidth 

German offensive of 1914 (WW1) 
• Cars & motorcycles to pass messages 

• Wireless communications  
• Distances up to about 130 miles 

• French jamming station on top of the Eiffel Tower severely 

limited effectiveness  

• Messages often had to be repeated several times 

• Often 12 hours + to successfully pass a wireless message 

• German armies in the west spread over hundreds of miles 

• Commanders made field decisions that resulted in 

deviations  from Schlieffen plan 
• Von Kluck’s turn to the Southeast, Aug. 31 

• Prince Rupprecht counterattack in Lorraine, Aug. 18th  

• Coordination problem was produced that could not be 

solved with the slow and unreliable communications 

available.   

• Contributed to German defeat in 1st Marne  

• Dashed German hopes for a quick victory  

• End of mobile conflict & beginning of bloody trench 

warfare 

• Auftragstaktik needs good communications & shared 

awareness! 

• Worked well in Franco Prussian War of 1871, with 

smaller armies & smaller fronts 

 

http://pierreswesternfront.punt.nl/content/2008/08/marne-verberie-nery-villers-cotterets : 

http://www.kingsacademy.com/mhodges/03_The-World-

since-1900/02_World-War-One/02a_1914.htm http://www.kingsacademy.com/mhodges/03_The-World-since-

1900/02_World-War-One/02a_1914.htm 

Gen. von Kluck Prince Rupprecht of Bavaria (L) 



Inability to Communicate: Equipment/Bandwidth 

  

British “Great Retreat” of 1914 (WW1) 

• Communications collapsed completely as cavalry brigades separated from each other   

• Communications depended greatly on motor vehicles 

• roads of northern France had become so clogged as to be almost impassable 

 

http://pierreswesternfront.punt.nl/content/2008/08/marne-verberie-nery-villers-cotterets 



Inability to Communicate: Equipment/Bandwidth 

Russia/Georgia 2008 

• Russian forces not enough communications equipment 

• What they did have was antiquated  

• Commanders relied on personal mobile phones for C2 
• Worse yet, calls had to go through the enemy’s 

infrastructure 

• South Ossetian cellular networks run by Georgia!   

• 58th Army Commander, Lieutenant Anatoliy Khrulev, 

had to borrow a satellite telephone from a journalist to 

communicate with his forces 

  

Mayaguez 1976 

• UHF radios destroyed in a helicopter crash   

• Remaining VHF radios overloaded 

• Communication between aircraft and Marines on the 

ground very difficult 

• Crucial problems coordinating air strikes 

   

 

http://nimg.sulekha.com/others/original700/russia-georgia-war-anniversary-2009-8-7-7-41-45.jpg 

http://dmn.wpengine.netdna-cdn.com/wp-content/uploads/2012/07/Koh-Tang-Island-

SOF-Mission.jpg 



Inability to Communicate: Equipment/Bandwidth 

 

• 9/11  

• FDNY radios performed very badly inside 

buildings 

• Repeater system that had been set up to 

solve such problems was not properly 

activated because of human error 

• Shortage of bandwidth also plagued both 

the NYPD and FDNY.   

 

• King’s Cross Underground Fire, 1987 

• Responders had severe difficulties with 

radio communication underground 

 

http://totallycoolpix.com/wp-content/uploads/2011/10092011_remembering_9_11/nyc_008.jpg 

http://secondsfromdisaster.net/wp-content/uploads/2013/01/kings-cross-fire.jpg 



Inability to Communicate: Interoperability 

Iran hostage rescue attempt, 1980 

• Army Rangers guarding landing site in the Iranian 

desert used radios that could not communicate with 

Delta Force or Air Force personnel 

• Rangers unable to inform ground commanders in a 

timely fashion when a bus full of Iranian civilians 

appeared, complicating the operation.   

• Landing site could not talk to the helicopter fleet 

  

Grenada 1983  

• Marines in north & Army Rangers in south used radios 

in non-interoperable fashion  

• Could not talk to each other.   

• Marines ran into trouble, the Rangers did not know 

about it  

• Highly publicized incident in which a soldier had to call 

for air support by placing a commercial long distance 

telephone call from Grenada to Fort Bragg, North 

Carolina 

http://news.bbc.co.uk/nol/shared/spl/hi/picture_gallery/04/middle_east_iran_hostage_cri

sis/img/6.jpg 

http://www.defenseimagery.mil/imageRetrieve.action?guid=ceb1e816ab2ca40ae1044

3bc1118590417ed95b4&t=1&w=538&h=538 



Inability to Communicate: Interoperability 

  

Russia-Georgia War, 2008 

• Ground units unable to communicate with space-

based &electronic intelligence assets 
• Russians could not employ electronic warfare 

systems to full advantage to suppress Georgian air 

defenses 

• Could not make full and effective use of satellite 

targeting support or precision guided munitions  

• Interoperability problems between units of different 

services of Russian armed forces 

• Ground commanders very little control over needed 

air support 
• Reportedly, Colonel General Aleksandr Zelin directed 

air operations personally by mobile phone from 

Moscow   
http://www.defence.pk/forums/military-forum/170680-russian-

commander-explains-air-force-acquisition-plan.html 



Inability to Communicate: Interoperability 

  

• 9/11 Runup 

• No interoperability between IT & C2 

systems of FAA & NORAD 

 

• 9/11 Aftermath 

• Units of first responders on the ground 

often unable to communicate with each 

other 

• Port Authority Police Department radios 

could not talk to those of the FDNY 

  

http://totallycoolpix.com/wp-content/uploads/2011/10092011_remembering_9_11/nyc_008.jpg 

http://totallycoolpix.com/wp-

content/uploads/2011/10092011_remembering_

9_11/nyc_002.jpg 



Inability to Communicate: Interoperability 

Hurricane Katrina, 2005 

• DoD no information sharing protocol for situational 

awareness between all deployed military units 

• Interoperability problems between units of different 

federal, state, & local agencies on the ground 

• Joint Task Force Katrina, National Guard, & States of 

Louisiana and Mississippi could not talk to each other 

 

Australia Black Saturday fires, 2009 

• Metropolitan & regional police forces--incompatible radio 

systems 

• No interoperability between different emergency agencies   

 

King’s Cross Underground fire 1987 

• No interoperability between different emergency agencies 

• No interoperability and between them & London 

Underground 

• Identified as problem in Fennell Report (1988) 

• But recurred at least partially in response to the 2005 

“7/7” London bombings 

http://www.sydneycare.org.au/content/r337173_1529332.jpg 

http://secondsfromdisaster.net/wp-content/uploads/2013/01/kings-

cross-fire.jpg 

http://www.katrina.noaa.gov/images/katrina-08-28-2005.jpg 



Inability to Communicate: Interoperability 

Study of 192 U.S. cities published 2004 

by U.S. Conference of Mayors  

• 86% did not have interoperable 

communications with their state 

transportation department 

• 83% not interoperable with the DoJ or 

DHS  

• 60% not interoperable with their state 

emergency operation centers 

• 49% not interoperable with state police. 



Inability to Communicate: Security Constraints 

Iran Hostage Rescue, 1980 
• C-130 transport airplane heading to landing site (“Desert One”) 

encountered a large desert dust cloud (a haboob)  

• Haboob not a major problem for the airplane but serious threat to 8 

helicopters following far behind   

• C-130 did not warn the helicopters because of strict dictate of radio 

silence   

• Helicopters entered haboob   

• Because of radio silence could not tell each other what they were 

doing or where they were going  

• One helicopter had to abort because of a suspected blade failure 

Two others left haboob & landed 

• First: Group Leader 

• Second: Helicopter carrying spare parts 

• Leader made secure call to U.S. command center in Egypt 

• Told to proceed to the rendezvous landing site (“Desert 

One”)  

• But none of the other helicopters could hear the conversation   

• Second made independent decision to return to aircraft carrier 

Nimitz   

• None of the helicopters could talk directly to Desert One and 

thereby learn that landing site was clear 

• Later he said he would have continued had he known  

• Critical loss of needed helicopters and crucial spare parts at Desert 

One 

Example of a haboob (Iraq, 2005) 

http://upload.wikimedia.org/wikipedia/commons/7/75/Sandstorm.jpg 

http://dmn.wpengine.netdna-cdn.com/wp-content/uploads/2012/07/RH-53-Sea-Stallions-Iran-Operation.jpg 



Failure to Communicate (Behavioral) 

• Battle of Savo Island, Aug. 8, 1942 

(Guadalcanal Campaign, WW2 

• Cruiser groups of Allied screening 

force guarded against  Japanese 

naval attack  

• On night of battle, commander of the 

screening force, Rear Adm. V.A.C. 

Crutchley, took his ship out of the 

southern cruiser group to attend 

conference with Admiral Richard 

Turner 

• Did not inform 2nd-in-command, 

Capt. Frederick Riefkohl, who was in 

the northern cruiser group   

• Riefkohl remained ignorant that he 

was now in command of the 

screening force 

• Moreover, a crucial radio message 

warning of an impending attack was 

not relayed to Riefkohl, because of 

human error 

• Japanese attacked, with no 

coordinated response http://www.ibiblio.org/hyperwar/USN/USN-CN-Savo/img/USN-CN-Savo-1.jpg 

http://upload.wikimedia.org/wikipedia/en/6/69/V_A_C_Cr

utchley.jpg 

http://navyphotos.togetherweserved.com/2113785.jpg 

 Adm. Crutchley Capt. Riefkohl 



Failure to Communicate (Behavioral) 

• Hurricane Katrina (2005) 

• Louisiana Superdome—collection 

center for people who would later 

be further evacuated 

• FEMA had evacuation plan & 

was ready to execute.   

• Commander of Joint Task 

Force Katrina, General Russel 

L. Honoré, told National Guard 

to cancel the plans 

• —but he did not inform FEMA   

• Delayed evacuations 

• Ernest N. Morial Convention 

Center declared as refuge by 

Mayor Nagin 

• Mayor did not broadly 

communicate this decision  

• FEMA & DHS did not realize 

until two days later 

• 19,000 people were stranded 

at the convention center 

without supplies 

Louisiana Superdome 

Morial Convention Center 

http://media.nola.com/politics/photo/convention-center-chaper-katrina-book-

dd1f9bd619c9c82c_large.jpg 

http://hiphopwired.com/wp-

content/uploads/2012/08/KatrinaSuperdome.jpg 



Failure to Communicate (Behavioral) 

• Hillsborough Stadium Disaster, April 15, 

1989 

• “communications between all 

emergency services were imprecise 

and inappropriately worded, leading 

to delay, misunderstanding, and a 

failure to deploy officers to take 

control and coordinate emergency 

response.”  [Hillsborough 

Independent Panel Report, 2012] 

 

• Norway Attacks, July 22, 2011  

• After bombing but before mass 

shootings  

• Citizen gave police a description of 

perpetrator, and vehicle license 

number 

• Officers did not pass the information 

up command chain for at least 20 

minutes 

• Did not reach right people for two 

hours 

• By that time shootings on Utøya 

Island had already begun 

http://static.guim.co.uk/sys-

images/Guardian/Pix/pictures/2012/12/19/1355903591995/Hillsborough-disaster-010.jpg 

http://www.smh.com.au/world/police-begin-questioning-of-christian-fundamentalist-20110723-1hua4.html 



A priori Structural Problems 

  

• 9/11 Runup 

• Air defense organizations & civil air 

traffic organizations each had own 

independent silos 

• Vertical communication, not horizontal 

• Not enough cross-coordination 

• Delays meant not enough time to shoot 

down hijacked planes 

 

• 9/11 Aftermath 

• Organizational seams between NYPD, 

FDNY, PAPD 

• Exacerbated interoperability & other 

communications problems 

• Redundant searches for civilians & other 

inefficiencies 

  

http://totallycoolpix.com/wp-content/uploads/2011/10092011_remembering_9_11/nyc_008.jpg 

http://totallycoolpix.com/wp-

content/uploads/2011/10092011_remembering_

9_11/nyc_002.jpg 



Iran Hostage Rescue, 1980 
• Highly complex operation 

• Several organizations 

• US Army Delta Force 

• US Army Rangers 

• US Air Force Pilots 

• US Navy Helicopter Pilots 

• Compartmentalization & mutual mistrust 

• Lack of unified command 

• No single component commander to unify AF 

airplanes and Navy helicopters 

• No single ground component commander to 

unify Delta Force & Rangers 

• Put this together with communications interoperability 

problems, security constraints, and bad luck, and you 

get disaster 

 

http://dmn.wpengine.netdna-cdn.com/wp-content/uploads/2012/07/RH-53-Sea-Stallions-Iran-Operation.jpg 

A priori Structural Problems 

http://news.bbc.co.uk/nol/shared/spl/hi/picture_gallery/04/middle_east_iran_hostage_cri

sis/img/6.jpg 



Mayaguez Incident and Battle of Koh Tang, 

May 1975 
• Insufficient unity of effort between 

• US Marines 

• US Air Force 

• US Navy 

• Not organized into cohesive task force 

• Planning process disjointed both physically & 

organizationally 

• Not everyone attended sessions or knew the plans 

well 

• Exacerbated by communications equipment shortages 

on the ground 

• On top of this, micromanagement from Washington 

• At one point, in heat of battle, Marines had to 

respond to info request from Washington: 

• Did they have a Khmer interpreter? 

• US won, but fighting was difficult and margin of victory 

much smaller than should have been 

• C2 problems overcome by initiative and heroism 

 

A priori Structural Problems 

http://www.specialoperations.com/Operations/mayaguez_USMC_deploying_on_Koh_Tang.jpg 

http://www.usmm.org/mayaguez.html 



Russia-Georgia War, August 2008 
• Russian military organized along Cold-War Soviet 

lines 

• For large fights involving massive armies 

• Little overall coordination between 

• Army 

• Air Force 

• Navy 

• For joint prosecution of a small operation 

• Subordination of Army aviation to Russian Air Force 

• Led to failures to provide close air support  

• Calls for return of tactical aviation to Army 

Ground Units 

• Russians won, but not as easily as they should have 

• War acted as stimulus for Russian military reform 

A priori Structural Problems 

http://nimg.sulekha.com/others/original700/russia-georgia-war-anniversary-2009-8-7-7-41-29.jpg 



Great British Cavalry Retreat of August, 

1914, WW1 
• Heads of cavalry brigades used to taking initiative and 

not being micromanaged.   

• Served British well in the various “small wars” of 

the Empire 

• Created problems in WW1   

• Retreating cavalry brigades did have difficulties 

communicating with General Allenby at HQ 

• But they were not terribly inclined to communicate in 

the first place 

• As brigades retreated, completely lost touch with each 

other and HQ 

• British Cavalry effectively disintegrated as a viable unit 

for a time   

• In battle of Le Cateau on 26 August, Allenby unable to 

offer any assistance to the Second Army Corps—his 

brigades were effectively gone. 

A priori Structural Problems 

http://pierreswesternfront.punt.nl/content/2008/08/marne-verberie-nery-villers-cotterets 

http://www.iwm.org.uk/collections/item/object/205024060 



Fire Service Control Line (FSCL), 

Desert Storm, 1991 
• Placement of FSCL not properly 

coordinated 

• Army kept moving it out to avoid fratricide 

• AF preferred to pull it in to maximize ability 

to engage enemy 

• Army often did not advance fast enough to 

justify outer placement 

• But line not repositioned 

• Hampered AF from pursuing enemy forces 

• FSCL served to shield a significant portion 

of the Iraqi Army! 

 
 

A priori Structural Problems 

FSCL 

Inside: Air 

strikes 

coordinated 

Outside: Air 

strikes at will Army wants 

to push out 

Air Force 

wants to pull 

in 



Hurricane Katrina, 2005 
• Roles of U.S. federal agencies were not 

properly delineated   

• Neither was relationship to state & local 

agencies 

• Major structural a priori coordination 

deficits between 

• DoD 

• FEMA  

• State of Louisiana 

• E.g., Both local police & National Guard 

working at Louisiana Superdome  

• But each side said the other was 

supposed to lead   

• This led to security problems, & many 

responders left 

A priori Structural Problems 

http://www.katrina.noaa.gov/images/katrina-08-28-2005.jpg 



Similar problems in other disasters 
• Indian Ocean Tsunami, 2004 

• Militaries from 11 countries 

• Each had different relationship with Indonesian 

Government 

• Lack of coordination between: 
• The various militaries 

• The militaries & NGOs 

• The International NGOs & Indonesian NGOs 

• US & UN agencies 

• Meetings “a shambles” [NATO SAS 065] 

• Australia Black Saturday Fires, 2009 
• Roles of senior personnel unclear 

• Victoria Country Fire Authority (CFA) & Victoria 

Dept. of Sustainability & Environment (DSE) 

followed inconsistent operating procedures 

• King’s Cross Underground Fire, 1987 
• London Underground uncoordinated, haphazard 

• Poor coordination between London 

Underground, Police, & Fire Agencies 

 

 

A priori Structural Problems 

http://secondsfromdisaster.net/wp-

content/uploads/2013/01/kings-cross-fire.jpg 

http://www.sydneycare.org.au/content/r337173_1529332.jpg 

http://www.sanandreasfault.org/Sumatra1.jpg 



C2 Failure Characterization 

Military Operations     

 Inability to Communicate 
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Great Retreat of 1914, First World War           

  
German army in runup to 1st  Battle of 

the Marne, First World War 

          

  
1st Battle of Savo Island, Guadalcanal 

Campaign, Second World War 

          

  
Mayaguez Incident           

  
US Hostage Rescue Mission           

  
US Invasion of Grenada           

  
First Gulf War, Operation Desert 

Storm, FSCL 

          

  
Russia-Georgia War           

  



C2 Failure Characterization 

Terrorist Attacks     

 Inability to Communicate 
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Oklahoma City Bombing Response           

  
911 Attacks Response and Possible 

Prevention 

          

  
7/7 London Bombings Response           

  
2011 Norway Attacks Response           

  



C2 Failure Characterization 

Disasters and Emergencies     

   Inability to Communicate 

Incident 
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King's Cross Underground Fires 

Response 

          

  
Clapham Railway Junction Accident 

Response 

          

  
Hillsborough Stadium Disaster 

Response 

          

  
Hurricane Andrew Respnse           

  
Columbine High School Shootings 

Response 

          

  
Indian Ocean Tsunami Response           

  
Hurricane Katrina Response           

  
Black Saturday Fires Response           

  



“No one in charge” 
~ 
IDA 

Incident 
Black Saturday Fires 
Response 

Hurricane Andrew Response 

9/ 11 Attacks 

King's Cross Fire Response 

Iran Hostage Rescue 

Mayaguez Incident Response 

Hurricane Katrina Response 

Indian Ocean Tsunami 
Response 
Columbine High School 
Shootings 

Quote 
" ... roles of the most senior personnel were not clear, [ ... ] no 
single agency or individual in charge ... " 

" .. .failure to have a single person in charge with a clear chain 
of command." 

" ... no one was firmly in charge of managing the 
case ... Responsibility and accountability were diffuse." [about 
intelligence] 
" ... uncertainty over which of the London Underground staff 
was in charge ... " 
II ... confusion about 'who was in charge"' 

" ... uncertainty as to who was in charge ." 

" ... no one .• who was in overall charge ... " 

" ... no way to quickly find out or locate who was in charge ... " 

"[planning activity] lacked coordination ... No one seemed to be 
in charge ." 
" ... no single individual who took charge ... "; "State officials 
and FEMA disagreed about who was in charge . .. " 
"Too often, because everybody was in charge, nobody was in 
charge ."; " ... no consensus on who was in charge ."; " ... 
disagreed on who was in charge ,could not find out who was 
in charge, or did not know who was in charge ... " 
" ... coordinating meetings were 'very unwieldy' and 'internal 
coordinating meetings were a shambles."' 
" ... 'Who's in Charge?' No one could answer the question." 

Reference 
Parliament of Victoria, 2009 
Victorian Bushfires Royal 
Commission (2010), p.8 
Florida Governor 's Disaster 
Planning and Response 
Review Committee (1992), p. 
60 
National Commission on 
Terrorist Attacks upon the 
United States (2004), p.400 
Fennell (1988), pp. 73-74 

Anno & Einspahr ( 1988), 
p.IO 
Thomas( l 987) p.lO 

Gass (1992) , p.l5 

Holloway ( 1980) , p. 5 1 

Toal (1998), p.l8 

Moynihan (2006), pp. 22,24 

U.S. House of 
Representatives (2006), pp. 
xi , 185, 186 

Huber et al. (2008), p.4 

Moody (2010) , p.39 



This Does Not Mean a Single Organization  
Always has to be in Charge 

• Key is C2 approach matched to mission & 

circumstances 

• Shared awareness & intent 

• Roles & responsibilities understood 



C2 Failures 

• C2 failures do not always result in mission failure, although they typically result in 

adverse effects 

• Different C2 approaches, of varying degrees of decentralization, may have different 

failure propensities under different circumstances 
– E.g., a collective that is distributed, but not properly integrated, may sometimes be more 

adversely affected by communication failures than a traditional, tightly-knit hierarchy  
» Relatively decentralized mission-command paradigm of the German Army at the beginning of World War I is a did 

not work well in the absence of assured communications 

» Russians in Georgia (2008) were perhaps too hierarchical, but would a more decentralized paradigm really have 
helped given all the communications limitations? 

– Parallel hierarchical structures with vertical communications silos may not be able to respond 
to rapidly changing conditions 

» E.g. NORAD and FAA in 9/11 

 

 

 



Causes, Manifestations and Impacts of C2 Failures 

Operational Impacts 

• Losses 

• Delays 

• Inefficiencies 

• Missed Opportunities 

• Lack of Agility 

C2 Quality Impacts 

• Lack of Awareness 

• Lack of Shared Awareness 

• Lack of /Inadequate Plans 

• Poor Decisions 

• Inappropriate 

• Delayed 

• Decisions Not Made 

• Poor quality information 

• Incomplete 

• Inaccurate 

• Not timely 

• Not relevant 

• Information hoarding 

Manifestations 

Increases 

severity 

 

Infostructure Failures 

• Lack of interoperability 

• Infrastructure  /equipment 

failure 
• Connectivity 

• Availability 

• Reliability 

• Lack of bandwidth 

• Security constraints 

• Adversarial Action, e.g. 

Jamming 

• Lack of assurance 

• Lack of tools 

• Discovery 

• Collaboration 

Behavioral Failures 

• Failure to make contact 

• Failure to share 

• Failure to cooperate 

• Inappropriate C2 Approach 

• Inadequate C2 Systems 

• Lack of C2 Agility 

• Lack of Trust 

Aggravated by Stresses 

• Attacks on C2 

• Time Pressures 

• Denied Environment 

• Weather 

• Terrain 

 

Increases  

likelihood & 

severity 

 

Structural Problems 

Inability to Communicate 

Failure to Communicate 

Addressable via  
• RDT&E 

• Smart acquisition 

Addressable via  
• Training 

• Doctrine 

• Organization Design 

• R&D in sociotechnical networks 


